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WELCOME TO DAY 1



Entire process of performing and analysing an 
experiment from beginning to end

Day 1: Experiment

Day 2: Data analysis in R

Day 3: Modelling

Day 4: Experience sampling

Day 5: Wrap-up

SCHOOL OVERVIEW

Day 0: R Bootcamp



Not just coding it up, but all workflow stuff up to 
running it

1. Background: replicability and proper procedure

2. Workflow and organisation

3. Experiment design 

4. Coding experiment

5. Ethics and pre-registration

6. Hosting experiment on a server

7. Downloading data

DAY 1: EXPERIMENT



PLAN FOR TODAY

‣ The replication crisis (a history) 
‣ What’s going on? 
‣ Possible solutions

To anonymously make questions or 
comments, go to www.menti.com and 

use the code 36 43 0



2011 
WAS  

A  
DIFFICULT  

YEAR



ESP WAS PROVEN TO EXIST

Bem et al (2011). Feeling the future: Experimental evidence for anomalous retroactive influences on cognition and affect

Which location has an 
picture behind it?

(people predicted in advance)

Some of the pictures were erotic, some 
were negative, some were neutral

Everything completely randomised

Experiment 1: N=100

Predicted erotic pictures significantly more 
frequently than the 50% hit rate expected by 

chance (53.1%, t(99)=2.51, p=0.01, d=0.25).

Experiment 2: N=150, negative only

Also different from chance (51.7%, t(149)=2.39, 
p=0.009, d=0.2).
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Bem et al (2011). Feeling the future: Experimental evidence for anomalous retroactive influences on cognition and affect

Experiment 1: N=100

Predicted erotic pictures significantly more 
frequently than the 50% hit rate expected by 

chance (53.1%, t(99)=2.51, p=0.01, d=0.25).

Experiment 2: N=150, negative only

Also different from chance (51.7%, t(149)=2.39, 
p=0.009, d=0.2).

Experiment 3: N=100, retroactive priming
People were 15.0ms faster on congruent trials 

(t(96)=2.55, p=0.006, d=0.25)

Experiment 4: N=100, retroactive priming
People were 16.5ms faster on congruent trials 

(t(98)=2.03, p=0.023, d=0.2)

Experiment 5: N=100, retroactive habituation
People preferred the target more (t(99)=2.23, 

p=0.014, d=0.22)

Experiment 6: N=150, retroactive habituation
People preferred the target more with negative 

(51.8%, t(149)=1.80, p=0.037, d=0.15). Less with 
erotic pairs (48.2%, t(149)=1.77, p=0.039, d=0.14)

Experiment 7: N=200, retroactive boredom
Not significant (49.1%, t(199)=1.31, p=0.096, d=0.09)

Experiment 8: N=100, recall facilitation
Recall facilitated by showing it in the future 

(t(99)=1.92, p=0.029, d=0.19)

Experiment 9: N=50, recall facilitation
Recall facilitated by showing it in the future 

(t(49)=2.96, p=0.002, d=0.42)



LUCKILY (?) THIS DID NOT REPLICATE



…BUT MANY THINGS DON’T REPLICATE

(cited 1788 times)

Smiling makes you 
happier



…BUT MANY THINGS DON’T REPLICATE
Smiling doesn’t 

make you happier

17 independent direct 
replications, 1894 participants



…BUT MANY THINGS DON’T REPLICATE

(cited 1049 times)

A pair of eyes 
makes people 
more honest

please pay 
for your 
drink!

vs please pay 
for your 
drink!



…BUT MANY THINGS DON’T REPLICATE
A pair of eyes 

doesn’t make people 
more honest

Meta-analysis, 26 experiments, 2700 people Meta-analysis, 27 experiments, nearly 20,000 people



THIS IS A REAL PROBLEM

Nosek et al., (2015). Estimating the reproducibility of psychological science. Science 

Conducted replications of 100 original studies using the 
same materials and procedure (as much as possible)

Many 
originally-
significant 

findings didn’t 
replicate



THIS IS A REAL PROBLEM

Nosek et al., (2015). Estimating the reproducibility of psychological science. Science 

Conducted replications of 100 original studies using the 
same materials and procedure (as much as possible)

It extends to 
effect size



THIS IS A REAL PROBLEM

Nosek et al., (2015). Estimating the reproducibility of psychological science. Science 

Conducted replications of 100 original studies using the 
same materials and procedure (as much as possible)



THIS IS A REAL PROBLEM
It’s not just psychology…

‣ Begley & Ellis, 2012: Nature. Researchers tried to reproduce 53 
landmark cancer findings: succeeded in only 6 (i.e., 11%)

‣ Ioannidis, 2005. Looked at 49 highly cited (>1000 times) research 
studies. 45 claimed intervention was effective. 16% contradicted by 
later studies, 16% found stronger effects than later studies, 44% 
replicated, 24% unchallenged.



WHAT’S GOING ON??



SOME POSSIBILITIES

‣ Reflective of the real-world
‣ Poor incentive structures
‣ Poor statistical practice



REAL WORLD?
Maybe different people just behave differently in different contexts

‣ Psychological Science (PSCI)
‣ Journal of Personality and Social 

Psychology (JPSP)
‣ Journal of Experimental Psychology: 

Learning, Memory, and Cognition

Lower replication in social psychology than 
cognitive psychology

If this is the case, we need a much more robust culture of replication 
and conceptual replication, and much more tentative conclusions



INCENTIVE STRUCTURES
Careers and promotions benefit from “high profile” work

often, what makes something 
high profile is that it’s 

surprising — but this may be 
precisely the kind of thing that 
is less likely to replicate and 

less likely to be trueIn medicine, a higher impact 
factor is associated with higher 

likelihood of retraction

Fang, Casadevall, & Morrison, 2011



INCENTIVE STRUCTURES
Careers and promotions are often driven by statistics like the h-
Index (you have published h papers that have been cited h times)

Citations increased by:
- Publishing and self-citing a lot
- Making “surprising” claims
- Publishing in high-impact journals

Begley & Ellis, 2012



INCENTIVE STRUCTURES

Depends on:

Fundamentally, a problem of power: Power is the probability of 
(correctly) rejecting H0 when the alternative is true

‣ Effect size (which depends on standard 
deviation and effect magnitude)

‣ Sample size
‣ Choice of α

Most people recommend we achieve a power 
of 80% (which means that if there are five 
“real” effects, we would find four of them)



INCENTIVE STRUCTURES

Szucs & Ioannidis, 2017

It’s easier and cheaper to run underpowered studies (small 
sample size). In some areas it’s very hard to not run 

underpowered research.



INCENTIVE STRUCTURES
When studies are underpowered, it is also likely that reported 

statistically significant effects are larger than they really are: this is 
called the winner’s curse

True effect:

Effect size

Underpowered
Better powered



INCENTIVE STRUCTURES
This is one aspect of publication bias and the file-drawer effect

Findings are more likely to get 
rejected if they aren’t significant

People know this and often 
don’t even try

Leads to a biased sampling 
of outcomes!

(not entirely irrational: there are many 
(often uninteresting) reasons that 

something might not “work”)



STATISTICAL PRACTICE
Many of the problems derive from how we do our research…

‣ Null hypothesis significance testing with thresholds

Effect size
0

Only publish 
these…

… so it 
looks like 
there is an 
effect in the 
literature

True effect 
size



STATISTICAL PRACTICE
Many of the problems derive from how we do our research…

‣ Null hypothesis significance testing with thresholds

0

Need to not threshold as a 
criterion for publication
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Many of the problems derive from how we do our research…

‣ Too many experimenter degrees of freedom, too many 
tests that could be (and are) run
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STATISTICAL PRACTICE
Many of the problems derive from how we do our research…

‣ Too many experimenter degrees of freedom, too many 
tests that could be (and are) run

✴ Outlier removal
✴ Subsets of trials or participants
✴ Which variables to look at
✴ Which tests to run
✴ Defaults / assumptions of tests
✴ What the hypotheses are



STATISTICAL PRACTICE
Many of the problems derive from how we do our research…

open R program 
demonstration.R

Flips a coin n times. After 
each flip, uses a chi-squared 
test to decide if the data so 
far is significantly different 

from chance.

sequentialTestingFrequentist(n=1000)

STOP testing when it is

‣ Keep running new participants until you have an effect, then stop



STATISTICAL PRACTICE
Many of the problems derive from how we do our research…

‣ Keep running new participants until you have an effect, then stop

%
 p

<0
.0

5

n=100 n=1000 n=10,000

30%

60%
75%

How many times do you incorrectly find p<0.05 at each sample size?



STATISTICAL PRACTICE
Many of the problems derive from how we do our research…

‣ Not replicating

Many of these problems could be avoided if we routinely 
replicated findings, but there is no robust culture of doing so: few 

career incentives to, plus it’s more boring. 

Only 3% of 1151 psychology journals explicitly state in their aims or 
instructions that they accept replications (Martin & Clarke, 2017)



DOES THIS MEAN ALL IS LOST?



NOT NECESSARILY…

I actually think this has been pretty good for 
psychology (and in the long run will be even better).

‣ Much larger focus on good methods
‣ Improved practices, better data, more robust findings



SOLUTIONS
‣ Increased sample size

• Support for replications (and discussion of how to 
further improve)

• Pre-registration of studies and public datasets

• More Bayesian statistics, testing the alternative, modelling
•
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ULTIMATELY

statistics is helpful, and necessary. 
but it’s not a panacea. 

ultimately any tool is only as good as 
the people who wield it



THE GOAL OF THIS SCHOOL

To give you some of the tools you 
need to do good science


